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The previously developed Gauss pseudospectral method is extended to the case of nonlinear infinite-horizon optimal control problems. First, the semi-infinite domain \( t \in [0, +\infty) \) is transformed to the domain \( \tau = [-1, +1) \). The first-order optimality conditions of NLP obtained from the pseudospectral discretization are then presented. These optimality conditions are related to the KKT multipliers of the nonlinear programming problem, leading to an approximation for the costate of the continuous optimal control problem. A key result is that the state and costate are obtained on the entire horizon (including the solution at \( t = +\infty \)). Numerical results show that the method of this paper lead to the ability to determine accurate primal and dual solutions for infinite-horizon optimal control problems.

I. Introduction

Over the last decade, pseudospectral methods have risen to prominence in the numerical solution of optimal control problems.\(^1\)–\(^{16}\) Pseudospectral methods are a class of direct collocation where the optimal control problem is transcribed to a nonlinear programming problem (NLP) by parameterizing the state and control using global polynomials and collocating the differential-algebraic equations using nodes obtained from a Gaussian quadrature. It is noted that some researchers prefer the term orthogonal collocation,\(^{17}\)–\(^{19}\) but the terms pseudospectral and orthogonal collocation have the same meaning.

The three most commonly used set of collocation points are Legendre-Gauss (LG), Legendre-Gauss-Radau (LGR), and Legendre-Gauss-Lobatto (LGL) points. These three sets of points are obtained from the roots of a Legendre polynomial and/or linear combinations of a Legendre polynomial and its derivatives. All three sets of points are defined on the domain \([-1, 1]\), but differ significantly in that the LG points include neither of the endpoints, the LGR points include one of the endpoints, and the LGL points include both of the endpoints. In addition, the LGR points are asymmetric relative to the origin and are not unique in that they can be defined using either the initial point or the terminal point. In recent years, the two most well documented pseudospectral methods are the Legendre-Gauss-Lobatto pseudospectral method\(^1\),\(^3\)–\(^5\),\(^10\),\(^11\),\(^20\),\(^21\) (LPM), the Legendre-Gauss pseudospectral method\(^13\)–\(^15\),\(^22\),\(^23\) and the Legendre-Gauss-Radau pseudospectral method.\(^24\)
In this paper we develop an extension of the Gauss pseudospectral method to the case of infinite-horizon nonlinear optimal control problems. First, a change of variables is performed to map the semi-infinite domain \( t \in [0, \infty) \) into the finite domain \( \tau \in [-1, 1] \). A transformation is then developed to map the Karush-Kuhn-Tucker (KKT) multipliers of the nonlinear programming problem (NLP) to the costate of the continuous optimal control problem. The method of this paper has the property that the state and the costate are obtained on the entire horizon (including the state and the costate solutions at \( t = +\infty \)).

We note that the approach developed in this paper is fundamentally different from the infinite-horizon LGR scheme presented in Ref. 12. Specifically, the approach in Ref. 12 avoids the singularity by neither collocating nor approximating the state at the final point. Thus, unlike the method presented in this paper, the state and the costate in Ref. 12 are not obtained on the entire horizon.

II. Notation

Throughout the paper, we employ the following notation. \( A^T \) denotes the transpose of a matrix \( A \). Given two matrices \( A \) and \( B \) of the same dimensions, \( \langle A, B \rangle \) is their dot product:

\[
\langle A, B \rangle = \text{trace } A^T B.
\]

When \( A \) and \( B \) are vectors, this is the usual vector inner product. If \( f : \mathbb{R}^n \rightarrow \mathbb{R}^m \), then \( \nabla f \) is the \( m \) by \( n \) matrix whose \( i \)-th row is \( \nabla f_i \). In particular, the gradient of a scalar-valued function is a row vector. If \( \phi : \mathbb{R}^{m \times n} \rightarrow \mathbb{R} \) and \( X \) is an \( m \) by \( n \) matrix, then \( \nabla \phi \) denotes the \( m \) by \( n \) matrix whose \((i, j)\) element is

\[
(\nabla \phi(X))_{ij} = \frac{\partial \phi(X)}{\partial X_{ij}}.
\]

III. Infinite-Horizon Optimal Control Problem

Consider the infinite-horizon optimal control problem:

\[
\min J = \int_0^\infty g(x(t), u(t)) dt \quad \text{subject to } \dot{x}(t) = f(x(t), u(t)), \quad x(0) = x_0,
\]

where \( g : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}, f : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n \), and \( \dot{x} \) denotes the time derivative of \( x \). We make the change of variables \( t = (1 + \tau)/(1 - \tau) \), thus mapping the half-open interval \([-1, 1]\) onto \([0, \infty)\). Next, let \( T(\tau) = dt/d\tau = 2/(1 - \tau)^2 \). After changing variables from \( t \) to \( \tau \), the infinite-horizon optimal control problem becomes

\[
\min J = \int_{-1}^{+1} T(\tau) g(x(\tau), u(\tau)) d\tau \quad \text{subject to } \dot{x}(\tau) = T(\tau) f(x(\tau), u(\tau)), \quad x(-1) = x_0.
\]

Here \( x(\tau) \) and \( u(\tau) \) denote the state and the control as a function of the new variable \( \tau \). The first-order optimality conditions for the finite horizon optimal control problem of Eq. (2) are given as

\[
\dot{\lambda}(\tau) = -T(\tau) \nabla_x H(x(\tau), u(\tau), \lambda(\tau)), \quad \lambda(1) = 0,
\]

\[
0 = \nabla_u H(x(\tau), u(\tau), \lambda(\tau)),
\]

where \( \lambda(\tau) \) is the costate for the optimal control problem in Eq. (2) and \( H(x, u, \lambda) = g(x, u) + \lambda^T f(x, u) \) is the Hamiltonian for Eq. (2).
IV. Infinite-Horizon Gauss Pseudospectral Method

Consider the Legendre-Gauss collocation points \((\tau_1, \ldots, \tau_N)\) on the interval \((-1, 1)\) and two additional noncollocated points \(\tau_0 = -1\) (the initial time) and \(\tau_{N+1} = 1\) (the terminal time, corresponding to \(t = +\infty\)). The state is approximated by a polynomial of degree at most \(N\) as

\[
x(\tau) \approx \sum_{j=0}^{N} X_j L_j(\tau), \quad L_j(\tau) = \prod_{k=0}^{N} \frac{\tau - \tau_k}{\tau_j - \tau_k}, \quad j = 0, \ldots, N,
\]

where \(X_j \in \mathbb{R}^n\) and \(L_j\) is a basis of \(N\)-degree Lagrange polynomials. Notice that the basis includes \(\tau_j\) corresponding to the initial time \(\tau_0 = -1\), but not a function corresponding to \(\tau_{N+1} = +1\). Differentiating the series of Eq. (5) and evaluating at the collocation point \(\tau_i\) gives

\[
\dot{x}(\tau_i) \approx \sum_{j=0}^{N} X_j \dot{L}_j(\tau_i) = \sum_{j=0}^{N} D_{ij} X_j = D_i X, \quad i = 1, \ldots, N,
\]

where \(D_i\) is the \(i\)-th row of \(D\),

\[
D_{ij} = \hat{L}_j(\tau_i), \quad \text{and} \quad X = \begin{bmatrix} X_0 \\ \vdots \\ X_N \end{bmatrix}.
\]

The rectangular \(N \times (N+1)\) matrix \(D\) formed by the coefficients \(D_{ij}, (i = 1, \ldots, N; j = 0, \ldots, N)\) is the Gauss Pseudospectral differentiation matrix since it transforms the state approximations at \(\tau_0, \ldots, \tau_N\) to the derivative of the state approximation at the collocation points \(\tau_1, \ldots, \tau_N\).

Let \(U\) be an \(N \times m\) matrix whose \(i\)-th row \(U_i\) is an approximation to the control \(u(\tau_i), 1 \leq i \leq N\). Our discrete approximation to the system dynamics \(\dot{x}(\tau) = T(\tau)f(x(\tau), u(\tau))\) is obtained by evaluating the system dynamics at each collocation point and replacing \(\dot{x}(\tau_i)\) by its discrete approximation \(D_i X\). Hence, the discrete approximation to the system dynamics is

\[
D_i X = T_i f(X_i, U_i), \quad 1 \leq i \leq N,
\]

where \(T_i = T(\tau_i)\). The objective function in Eq. (2) is approximated by a Legendre-Gauss quadrature as

\[
J = \int_{-1}^{1} T(\tau)g(x(\tau), u(\tau))d\tau \approx \sum_{i=1}^{N} w_i T_i g(X_i, U_i),
\]

where \(w_i\) is the quadrature weight associated with \(\tau_i\). The continuous-time nonlinear finite-horizon optimal control problem of Eq. (2) is then approximated by the following finite-dimensional NLP:

\[
\min \sum_{i=1}^{N} w_i T_i g(X_i, U_i) \quad \text{subject to} \quad D_i X = T_i f(X_i, U_i), \quad 1 \leq i \leq N, \quad X_0 = x_0.
\]

After solving this NLP, the state at the horizon can be estimated by quadrature as follows:

\[
x(+) = x(-1) + \int_{-1}^{1} T(\tau)f(x(\tau), u(\tau))d\tau \approx x_0 + \sum_{i=1}^{N} w_i T_i f(X_i, U_i) = X_{N+1}.
\]
Although the change of variables $t = (1 + \tau)/(1 - \tau)$ must have a singularity at $\tau = +1$, we never evaluate $T(\tau) = 2/(1 - \tau)^2$ at the singularity in Eq. (8) or Eq. (9), rather we evaluate $T$ at the quadrature points which are all strictly less than 1.

The first-order optimality conditions for Eq. (8), also called the KKT conditions are given as (see Ref. 25 for details)

\[ D^T_i \Lambda = T_i \nabla_x (w_i g(X_i, U_i)) + \langle A_i, f(X_i, U_i) \rangle, \]  
\[ 0 = T_i \nabla_u (w_i g(X_i, U_i)) + \langle A_i, f(X_i, U_i) \rangle, \]

for $1 \leq i \leq N$. Here $D^T_i$ is the $i$-th row of $D^T$. Next, analogous to Ref. 26, the first-order optimality conditions of the NLP can be reformed so that they become a discretization of the first-order optimality conditions for the continuous optimal control problem Eq. (2). Let us define the following expressions:

\[ \lambda = W^{-1} \Lambda \quad \text{and} \quad D^\dagger = -W^{-1} D^T_{1:N} W, \]

were $W$ is the diagonal matrix whose $i$-th diagonal element is $w_i$. Making these substitutions in Eqs. (10) and (11), we can rewrite the optimality conditions as

\[ D^\dagger_i \lambda = -T_i \nabla_x H(X_i, U_i, \lambda_i), \]
\[ 0 = \nabla_u H(X_i, U_i, \lambda_i). \]

Hence, this transformation makes the discrete optimality conditions look very similar to the continuous Pontryagin minimum principle of Eqs. (3)–(4). There are two basic differences: The continuous derivative $\dot{\lambda}(\tau)$ is replaced by the discrete analog $D^\dagger_i \lambda$ and boundary condition $\lambda(+1) = 0$ present in the minimum principle is missing from the discrete optimality conditions. Finally, it is important to understand that, although not present in the formulation, the boundary condition $\lambda(+1) = 0$ is incorporated in Eq. (13). The details of this fact are beyond the scope of this paper; see Ref. 25 for details.

The transformed conditions Eqs. (13)–(14) yield estimates for the costate at the collocation points $\tau_i$. We can also estimate the costate at $\tau = -1$ by the expression

\[ \lambda_0 = -D^T_0 \Lambda. \]

The rationale for this estimate of the initial costate is based on equation (32) in Ref. 27 from which it follows that

\[ \lambda_0 = \sum_{j=1}^{N} w_j T_j \nabla_x H(X_j, U_j, \lambda_j). \]

The continuous costate, on the other hand, satisfies

\[ \lambda(-1) = \lambda(+1) - \int_{-1}^{+1} \dot{\lambda}(\tau) d\tau = \int_{-1}^{+1} T(\tau) \nabla_x H(x(\tau), u(\tau), \lambda(\tau)) d\tau. \]

Hence, the right side of Eq. (15) represents a quadrature approximation to the right side of Eq. (16). We refer to the LG collocation method developed in this section as the infinite-horizon version of the Gauss pseudospectral method.\(^{13–15, 27, 28}\)

V. Equivalence of Integral and Differential Forms

It has been shown in Ref. 27 that the Gauss pseudospectral method can be written equivalently in either integral or differential form. The differential form is chosen because the differential form leads to a sparse NLP, whereas the integral form leads to a dense NLP. The details of this equivalence are beyond the scope of this paper; see Refs. 27 and 25 for further details.
VI. Infinite-Horizon Radau Pseudospectral Method

It is useful to note that, in a manner similar to that given in Section (IV), the continuous infinite-horizon optimal control problem can be approximated using the Legendre-Gauss-Radau (LGR) points. A key difference between LGR and LG points is that the final point (that is, the approximation at \( t = +\infty \)) is a variable in the NLP. The details of the derivation of the infinite-horizon LGR pseudospectral method are beyond the scope of this paper; see Ref. 25 for details.

VII. Example

In this section we consider an example using the aforementioned infinite-horizon Gauss pseudospectral method. The example was solved using the software OptimalPrime\textsuperscript{29} using the NLP solver SNOPT with default optimality and feasibility tolerances.

Consider the following optimal control problem taken from Ref. 12. Denoting \( x(t) = [x_1(t)x_2(t)]^T \in \mathbb{R}^2 \) as the state and \( u(t) \in \mathbb{R} \) as the control, minimize the cost functional

\[
J = \frac{1}{2} \int_0^\infty (x^TQx + u^TRu) \, dt,
\]

subject to the dynamic constraint

\[
\dot{x} = Ax + Bu,
\]

and the initial condition

\[
x(0) = \begin{bmatrix} -4 \\ 4 \end{bmatrix}.
\]

The matrices \( A, B, Q, \) and \( R \) for this problem are given as

\[
A = \begin{bmatrix} 0 & 1 \\ 2 & -1 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad Q = \begin{bmatrix} 2 & 0 \\ 0 & 1 \end{bmatrix}, \quad R = \frac{1}{2}.
\]

The exact solution to this problem is

\[
x(t) = \exp([A - BK]t)x(0)
\]

\[
u(t) = -Kx(t)
\]

\[
\lambda(t) = Sx(t)
\]

where \( K \) is the optimal feedback gain and \( S \) is the solution to the algebraic Riccati equation. In this case \( K \) and \( S \) are given, respectively, as

\[
K = \begin{bmatrix} 4.828427124746193 & 2.557647291327851 \\ 6.031273049535752 & 2.414213562373097 \\ 2.414213562373097 & 1.278823645663925 \end{bmatrix}
\]

\[
S = \begin{bmatrix} 2.414213562373097 & 1.278823645663925 \end{bmatrix}
\]

The optimal control problem of Eqs. (17)–(19) was solved using the infinite-horizon Gauss pseudospectral method (GPM) for \( N = 3 \) to \( N = 28 \) LG points by steps of 5. Suppose now that we define the following maximum absolute errors between the infinite-horizon GPM solution and the
exact solution:

\[
\begin{align*}
e_{x_1} &= \max_k \log_{10} |x_1(\tau_k) - x_1^*(\tau_k)| \\
e_{x_2} &= \max_k \log_{10} |x_2(\tau_k) - x_2^*(\tau_k)| \\
e_u &= \max_k \log_{10} |u(\tau_k) - u^*(\tau_k)| \\
e_{\lambda_1} &= \max_k \log_{10} |\lambda_1(\tau_k) - \lambda_1^*(\tau_k)| \\
e_{\lambda} &= \max_k \log_{10} |\lambda_2(\tau_k) - \lambda_2^*(\tau_k)|
\end{align*}
\]

The errors are shown in Figs. 1–3. It is seen that all errors decrease linearly until approximately \(N = 40\), demonstrating a spectral convergence rate.

![Figure 1: Error in Infinite-Horizon Gauss Pseudospectral State Solution as a function of \(N\).](image)

**VIII. Comparison with Method in Ref. 12**

Ref. 12 develops an approach for solving infinite-horizon optimal control problems using collocation at Legendre-Gauss-Radau points. In particular, the change of variables of variables from \(t\) to \(\tau\) is used to map the infinite time domain \(t \in [0, \infty)\) to the half-open interval \(\tau \in [-1, 1)\). Because this transformation is singular at \(\tau = +1\), it is not possible to collocate the dynamics at \(\tau = +1\). To handle this singularity, Fahroo and Ross propose to collocate and discretize at the Legendre-Gauss-Radau (LGR) quadrature points for which the final collocation point is strictly less than 1 (i.e., \(\tau_N < 1\)). The fundamental difference between the pseudospectral scheme of Ref. 12 and the scheme introduced in this paper is that in Ref. 12, the state is approximated by polynomials of degree \(N - 1\), while in this paper the state is approximated using polynomials of degree \(N\). This change in the degree of the polynomials leads to fundamental differences between the two schemes. For example, since the Lagrange polynomials are of different degrees, the differentiation matrices are completely different. The differentiation matrix used in Ref. 12 is singular, while the matrix \(D_{1:N}\) of Eq. (10) used in this paper is nonsingular. If the control and the initial state \(x_0\) are given, then the
Figure 2: Error in Infinite-Horizon Gauss Pseudospectral Control Solution as a function of $N$.

Figure 3: Error in Infinite-Horizon Gauss Pseudospectral Costate Solution as a function of $N$. 
collocated dynamics in Ref. 12 constitutes \( N \) equations in \( N - 1 \) unknowns \( X_{2:N} \), an *overdetermined* system. In contrast, our method constitutes a system of \( N \) equations in \( N \) unknowns \( X^{LG} \) where the coefficient matrix \( D_{1:N} \) is invertible. In the approach of Ref. 12, \( X_{N+1} \), the estimate of the state at \( \tau = +1 \), is removed from the problem by using polynomials of degree \( N - 1 \) instead of polynomials of degree \( N \). In the approach presented here, however, the state is approximated at \( \tau_i, 0 \leq i \leq N + 1 \). Hence, \( X_{N+1} \), the estimate of the state at the horizon, is part of the pseudospectral scheme. In addition to the fact that the state is estimated at \( \tau = +1 \Leftrightarrow t = +\infty \), the ability to estimate the state at \( \tau = +1 \) is useful in finite-horizon problems when the objective function depends on the state at the terminal time or when there is an endpoint constraint.

**IX. Conclusions**

A method has been presented for direct trajectory optimization and costate estimation for an infinite horizon optimal control problem using global collocation at Legendre-Gauss points. A theoretical foundation for the method has been provided. The method allows for solving an infinite horizon optimal control problem and constructing a mapping between the continuous and discrete variables. The results of this paper indicate that the Gauss pseudospectral method described in this paper leads to the ability to determine accurate primal and dual solutions to infinite horizon optimal control problems, including the state and costate solutions at \( t = +\infty \).
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